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Problem 
Practitioners don’t understand what their systems are 
learning. Could they be learning irrelevant information? 

Accuracy with headers, quotes: ~93%, without: ~84%. 
Can we help users spot and fix this? 

Motivation and approach 
Our tool attempts to: 

 
1.  Visualize aspects of a dataset and 

model to enhance understanding of 
what a model is learning 

2.  Make it easy for human intervention 
that forces a model to learn the 
“right” information, leading to 
better generalization 

Our system 

Exploration Analysis Feedback 

Future Work 

1.  Handle other types of data: tabular, images, 
custom datasets 

2.  Clustering databin points for bigger datasets 
3.  Novice and domain expert user studies 
4.  Allow for other kinds of feedback: 

•  Feature engineering 
•  Tuning parameters 
•  Choosing models 

The databin (interactive) 

Feature-level importance visualizations 

Overall statistics (interactive) 

Examining specific features 

“Brushed” features shown in databin 

Modifying a dataset and model (retraining) 
with search and replace 

“Brushed” mistakes shown in databin 
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